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1. Introduction

Cold atmospheric-pressure plasma (CAP) holds great 
prospects in diverse fields of societal importance such as 

environmental protection, biomedicine, nanotechnology, and 
agriculture [1–6]. For many of these applications, the targets 
of plasma treatment are placed in a humid environment, thus 
subjecting gaseous plasma species to strong interactions with 
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Abstract
One of the most central scientific questions for plasma applications in healthcare and 
environmental remediation is the chemical identity and the dose profile of plasma-induced 
reactive oxygen and nitrogen species (ROS/RNS) that can act on an object inside a liquid.  
A logical focus is on aqueous physicochemical processes near a sample with a direct link to 
their upstream gaseous processes in the plasma region and a separation gap from the liquid 
bulk. Here, a system-level modeling framework is developed for indirect interactions of 
surface air plasma and a deionized water bulk and its predictions are found to be in good 
agreement with the measurement of gas-phase ozone and aqueous long-living ROS/RNS 
concentrations. The plasma region is described with a global model, whereas the air gap and 
the liquid region are simulated with a 1D fluid model. All three regions are treated as one 
integrated entity and computed simultaneously. With experimental validation, the system-level 
modeling shows that the dominant aqueous ROS/RNS are long-living species (e.g. H2O2aq, 
O3aq, nitrite/nitrate, H+aq). While most short-living gaseous species could hardly survive their 
passage to the liquid, aqueous short-living ROS/RNS are generated in situ through reactions 
among long-living plasma species and with water molecules. This plasma-mediated remote 
production of aqueous ROS/RNS is important for the abundance of aqueous HO2aq, HO3aq, 
OHaq and −O2 aq as well as NO2aq and NO3aq. Aqueous plasma chemistry offers a novel and 
significant pathway to activate a given biological outcome, as exemplified here for bacterial 
deactivation in plasma-activated water. Additional factors that may synergistically broaden the 
usefulness of aqueous plasma chemistry include an electric field by aqueous ions and liquid 
acidification. The system-modeling framework will be useful in assisting designs and analyses 
of future investigations of plasma-liquid and plasma–cell interactions.

Keywords: surface microdischarge, mass transfer, penetration, reactive oxygen species, 
reactive nitrogen species, liquid-phase chemistry
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water molecules before their arrival at and reaction with the 
targets. Little is currently known of such complex interac-
tions at a molecular level and many questions remain open. 
For example, how are the plasma species transferred through 
the gas/liquid interface and into the liquid bulk, which reac-
tions dominate the passage of gaseous plasma species through 
the liquid bulk, how deep can the plasma species penetrate 
into the liquid layer, and what are the dominant plasma spe-
cies that can actually reach and act on the intended targets? 
While some of these questions have been addressed usually 
qualitatively for established applications of plasma-liquid 
interactions (e.g. wastewater treatment), emerging applica-
tions demand quantitative answers. For example, the plasma 
dose for cancer therapy must be quantitatively appropriate for 
damaging tumor without affecting healthy tissues and the tol-
erance for error must be minimal.

While studies of plasma-liquid interactions date back some 
120 years ago [7], it is only in recent years when their micro-
scopic processes started to attract interest from the scientific 
community. For example, it is suggested that electron bom-
bardment on the liquid interface may lead to electrolysis [8] 
and that ion bombardment onto the liquid could be an impor-
tant source for the generation of OHaq and H2O2aq [9]. The 
strength of new understanding from these and other studies 
[10] appears to hinge on the plasma-liquid interfacial layer, 
where many fast-changing physicochemical processes take 
place simultaneously. Mass transfer across the gas–liquid 
boundary is coupled to steep and dynamic changes in physical 
fields of space charges, temperature gradients, and shock-
waves. This is further complicated by the chemical reactions 
of several hundred plasma species. Upon impinging onto 
liquid, highly reactive plasma species (e.g. hydroxyl radicals) 
can become quenched within a short distance of hundreds of 
nanometers and electrons induce aqueous impact reactions 
within nano seconds, suggesting that changes in the physico-
chemical properties of the interfacial layer may be confined 
within a narrow boundary layer of a few micrometers at most. 
This poses a formidable diagnostic challenge and highlights a 
knowledge gap of plasma transport and reaction coefficients.

The central objective of a basic understanding of the above 
phenomena and others is the chemical identities and concen-
trations of aqueous species at the sample point. Given the short 
lifetime of charged species (<100 μs), being much smaller 
than the diffusion timescale (~1 s) in atmospheric air, it is not 
clear how much rapidly changing physicochemical events in 
the plasma region actually dictate downstream aqueous chem-
istry. A recent study of the direct interaction of low-power 
helium plasma with deionized water demonstrates that the 
topmost layer (close to the gas region) of the liquid bulk acts 
as a filter to dampen the impact of gas-phase and interfacial 
phenomena [16]. Given this, an appropriate approach with 
the current knowledge seems to focus on physicochemical 
processes near the sample point in liquid but linked to their 
upstream processes in the gas and plasma-generation regions. 
The simultaneous treatment of the three cascaded regions of 
plasma generation, gas gap, and liquid bulk seeks an overall 
understanding of the landscape of plasma-liquid interac-
tions, to which more detailed and subtle features of relevant 

processes may be added from future studies. Numerical 
models of gas plasma in contact with water have been reported 
for physicochemical processes in the plasma [8, 11–14] and 
through the plasma-liquid interface [15–21]. However, rarely 
has a detailed simulation study of plasma-liquid interactions 
been supported with experimental validation, even though 
measurements have been reported of concentrations of liquid-
phase ROS/RNS [20]. It is therefore timely to undertake a 
system-level study of physicochemical processes from the 
plasma generation region to the liquid bulk, particularly when 
supported with appropriate liquid-phase measurements.

Direct concentration measurements of liquid-phase species 
are reported for plasma-activated water (PAW). For example, 
long-living aqueous plasma species, such as H2O2aq, nitrite 
( −NO2aq/HNO2aq), and nitrate ( −NO3 aq/HNO3aq), were measured 
with spectrophotometry and high-performance liquid chroma-
tography [22, 23], whereas short-living species such as OHaq, 
−O2aq, ONOOHaq, and NOaq were measured by means of electron 

spin resonance (ESR) [24, 25]. Some of these studies suggest 
that H+aq, H2O2aq, nitrate and nitrite are the main reactive spe-
cies in PAW [26], whereas others propose O3aq as key to micro-
bial deactivation [27]. Also, the existence of ONOOHaq is not 
fully supported [22]. When aqueous plasma species are related 
to biological effects, there is evidence that plasma-activated 
water has greater bactericidal capacity than solution containing 
only nitrite, nitrate and H2O2aq of similar concentrations at sim-
ilar pH value [28, 29]. These seemingly contradictory findings 
could be due to the different plasma doses used in the different 
studies and could be reconciled when a quantitative model of 
relevant physicochemical processes becomes available.

Most numerical studies reported so far are based on 0D 
global description [18–20], and these have been extended very 
recently to 1D and 2D studies of plasma species penetration 
in liquid [15, 16] though with little support of experimental 
data. Predictions of the latter may be validated experimen-
tally with colorimetric measurements of ROS [30–32]. Yet 
an integrated model depends critically on how plasma inter-
acts with liquid, as it affects how the mass transfer of plasma 
species through the interfacial layer [1–5, 20, 24, 34–36] is 
modeled. In this context, we note that atmospheric plasma 
may be divided depending on whether its charged species are 
flown onto the liquid surface thus making the liquid part of the 
electric circuit of the plasma. When the liquid is part of the 
electric circuit, the plasma directly interacts with the liquid 
thus inducing strong macroscopic physical fields as detailed 
in figure 1. These include surface tension and turbulence, and 
require a 3D description. Common CAP sources with direct 
liquid interactions include floating-electrode dielectric-barrier 
discharges [15, 18, 29] and some types of plasma jets [19, 
25, 31] and jet arrays [37, 38]. For medical applications, sig-
nificant macroscopic events such as turbulence are undesir-
able if they are not quantitatively reproducible for different 
patients or different medical devices. By contrast, dominant 
physical processes in indirect plasma-liquid interactions 
cause little macroscopic disturbance to the liquid surface and 
are preferred for manipulating cell functions as a basis of cell 
therapies [21, 22]. Indirect plasma-liquid interactions can be 
modeled one-dimensionally.

J. Phys. D: Appl. Phys. 48 (2015) 495201
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Indirect plasma-liquid interactions are common with sur-
face plasma [20, 27, 35], so we consider an air surface micro-
discharge (SMD) with a physically static layer of deionized 
water as the plasma-treated solution. SMD is essentially an 
array of surface micrometer-scale discharges each confined in 
a hollow surface electrode, as detailed in previous reports [20, 
27, 35] and in figures 2 and 3(a). This arrangement means that 
some physicochemical processes are negligible, for example 
Taylor cone and short-living ionic species [8] thus greatly 
simplifying the physical model of the interactions. It should 
be noted that SMD itself represents an important class of CAP 
for biomedical applications [20, 21, 33, 34] so this study has 
direct practical significance.

The paper is organized as follows: the experimental setup 
and the numerical model are described in sections 2 and 3, 
respectively. Section 4 discusses the simulation results for the 
gas and liquid regions supported with experimental data and 
with discussions on mass transfer, chemical conversion and 
biological effects. Concluding remarks are given in section 5. 
The aqueous chemistry data used in the model is provided in 
the appendix A.

2. Experimental setup

As shown in figure 2, the experimental setup consists of an 
SMD reactor and a downstream petri dish of deionized water, 
separated from each other by a nominal gas gap of Lg  =  0.01 m.  
The depth of the deionized water is nominally Lw  =  0.01 m, 
and the diameter of the circular petri dish is much smaller than 
the width of the surface plasma to allow for 1D treatment in 
numerical simulation. The SMD reactor consists of a plane 
HV electrode, a liquid-facing grounded mesh electrode, and a 

dielectric sheet sandwiched between the two electrodes. Each 
grounded mesh has a hexagon shape with each of its size sides 
4   ×   10−3 m in length, 7.6   ×   10−4 m in width and 5   ×   10−4 
m in thickness. Each mesh element supports a microdischarge, 
the details of which are reported previously [35, 36]. Gaseous 
reactive plasma species diffuse through the air gap and some 
of them penetrate into the deionized water.

As shown in figure  3(a), the plasma is stronger on the 
edge than in the center of each mesh but mesh-to-mesh 
homogeneity is good over the whole mesh-electrode surface.  
A sinusoidal high voltage of Vpp  =  11 kV and f   =  10 kHz were 
applied on the HV electrode with an averaged deposited power 
density of 500 W m−2. The temperature of the mesh electrode 
measured with a thermocouple was found to remain roughly 
300 K after 100 s of plasma treatment. Measured with a high-
voltage probe (Tektronix, P6015A) and a current monitor 
(Tektronix, P6021), the applied voltage and the discharge cur-
rent are shown in figure 3(b). In addition, the voltage–charge 
(V–Q) figure was measured (data not shown) by using a small 
capacitance of 0.1 μF, from which the discharge gap voltage 
(Vg) during gas breakdown was found to be around 1 kV. This 
indicates that each breakdown event occurs when the abso-
lute value of the gas voltage reaches 1 kV approximately. Vg 
is illustrated as a red broken line in figure 3(b), of which the 
data is fitted for the time when the gas is not broken down. As 
will be discussed in section 3, the average absolute value of Vg, 
|Vg|av, is useful in our model to quantify the power dissipation.

The densities of selected plasma species were measured 
both in the gas phase and liquid phase. In the gas phase, the 
O3 density was measured by means of UV absorption spec-
troscopy as widely reported in literature [33, 39]. Here, we use 
a deuterium lamp (Ocean Optics, DH2000) to produce a line 
light across the downstream area of the plasma, parallel to and 

Figure 1. Comparison of direct and indirect plasma-liquid interactions, of which liquid is not part of the electric circuit in indirect 
interactions.

Figure 2. Schematic of the experimental setup.

J. Phys. D: Appl. Phys. 48 (2015) 495201
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at 5   ×   10−3 m below the mesh electrode. The spectral line of 
λ  =  253.75 nm was recorded by a spectrometer (Ocean Optics, 
Maya 2000 Pro). In the liquid phase, the density of O3aq was 
measured using a spectrophotometry method, in which an 
indigo reagent (AccuVac® Ozone Reagent, Low Range 0 
~ 0.25 mg L−1) was utilized and the absorption spectral at 
λ  =  600 nm was recorded by a spectrophotometer (Hach, 
DR3900). A pH probe (Sartorius, PB-10) was used to measure 
the pH value of PAW, from which the number density of H+aq 
can be obtained. The concentrations of hydrogen peroxide 
(H2O2aq) and nitrate/nitrite were measured by using a micro-
plate reader (Thermo Scientific Varioskan® Flash Reader). 
The Amplex® Red reagent was added into the water imme-
diately after the SMD treatment, and it reacted with H2O2aq 
in a 1 : 1 stoichiometry to produce a red-fluorescent oxida-
tion product, which was excited at λ  =  550 nm and emitted at 
λ  =  595 nm. Similarly, the Griess reagent was added into the 
water to detect nitrate/nitrite, and the absorbance was meas-
ured at λ  =  550 nm. The measurements of H2O2aq and nitrate/
nitrite were performed according to the manufacturer’s pro-
tocol, similar to those reported in literature [20]. Moreover, the 
detection of free radicals like −O2 aq, NOaq and OHaq in the PAW 
was based on an X-band ESR (Bruker BioSpin GmbH, EMX). 
For −O2 aq and OHaq concentration measurements, 5,5-dimethyl-
1-pyrrolineN-oxide (DMPO) was used as a spin-trapping rea-
gent. The spin adduct of DMPO•/OHaq and DMPO•/OOHaq 
generates a special feature with a peak intensity ratio of 1 : 2 :  
2 : 1. Also, the DETC-Fe2+ complex was used to trap NOaq, 
and the resulting stable product, (DETC)2-Fe2+-NOaq, was 
detected by the electron spin resonance spectrometer. The ESR 
measurement was performed according to the manufacturer’s 
protocol, similar to that in [36]. Concentration measurement 
for each plasma species was repeated three times.

ROS/RNS-containing reference media (e.g. H2O2aq) were 
used for instrument calibration. ESR calibration followed the 
manufacturer’s standard procedure using non-plasma donors 

of −O2 aq, OHaq and NOaq and manufacturer-supplied calibra-
tion software. The accuracy of the pH probe, Sartorius PB-10, 
was within 0.005 and was confirmed with tests using pH 
buffers. The uncertainties associated with the instrument cali-
brations were much smaller than the difference between the 
experimental and simulation data reported here.

3. Description of the computational model

Our goal here is to develop an experimentally validated model 
for uncovering the chemical identity and the dose profile of 
main aqueous ROS/RNS reaching a sample lying deep inside 
the liquid. For indirect plasma-liquid interactions, it is ben-
eficial and realistic to integrate a system-level simulation for 
the plasma region, the gas gap and the liquid bulk simultane-
ously. This is inspired by the technique and benefits of system 
science, and it enables a direct link of plasma dynamics to 
aqueous chemistry. Figure 4 shows the structure of the model 
and its computation flow-chart, with all three regions simu-
lated together.

For the plasma generation region, it is noted that the SMD 
in air is typically filamentary and requires a 3D descrip-
tion particularly for dynamics and chemical kinetics within 
microdischarges. Here our interest is how gaseous plasma 
species pass through the air gap and reach the remote liquid 
surface. It has been shown that a liquid layer can filter out 
the impact of upstream short-living species [16], suggesting 
that it may be justified to simplify the treatment of the 3D 
dynamics of the streamers [33]. This is supported by the fact 
that the microdischarge patterns of our SMD remain the same 
from one mesh element to another and the gas transport away 
from the electrode is laminar. In fact, this approach has been 
employed for SMD in air with a global model for both the 
plasma generation and the gas diffusion regions without the 
presence of any liquid [33]. For the plasma generation region, 
our model uses a similar global model to [33]. However our 
model uses a 1D fluid model for the air gap and is therefore 
different from [33]. Fluxes of plasma species from the plasma 
generation region to the gas gap are used to integrate the two 
regions.

Our global model of the plasma generation region includes 
53 species and 624 chemical reactions as listed in table  1, 
identical to those in [33] with the same set of reaction rates. 
In the air gap, a 1D fluid model employs the neutral species 
of this set of plasma species as no ionic species could sur-
vive more than 3 mm into the air gap (see discussion of table 3 
and also in [33]). For the liquid layer, 109 chemical reactions 
among 33 species and their coefficients are listed in appendix 
A together with the references from which they are taken (see 
further discussion below). The reaction rates in table  1 and 
appendix A are from multiple sources in literature. How sensi-
tively these reaction coefficients may affect simulation results 
is indirectly verified with good agreement between simula-
tion predictions and experimental measurements of gas- and 
liquid-phase ROS/RNS. This will be discussed in figures 7, 
12 and 14. This verification also applies to the transport coef-
ficients in tables 2–4.

Figure 3. (a) An image of the SMD with (b) its applied voltage 
(black), the gas gap voltage (red) and current (blue).

J. Phys. D: Appl. Phys. 48 (2015) 495201
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For mass transport in the plasma region, the governing equa-
tions consist of a mass conservation equation for each species, 
an energy conservation equation and an electric field equation. 
More specifically the mass conservation equations are

∂

∂
= −

Γn

t
R

d
i

i
ip,

p,
pg,

p
 (1)

where np is the number density of species in the plasma, Rp the 
reaction rate, Γpg the particle flux between the plasma region 
and the air gap region, and dp the thickness of the plasma 
region. dp is set to be 1   ×   10−4 m, according to the typical 
radius of discharge filaments. The subscript i represents the 
ith species.

The energy conservation equation and electric field equa-
tion are given in equations (2) and (3), respectively

⎛
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where P represents the cycle-average power density, and T is 
the period of a discharge cycle. For our experiments, P  =  500 
Wm−2 and T  =  100 μs. Z is the absolute value of the charge 
and μ is the mobility. The electric field is not calculated by 
Poisson’s equation, but instead uses an experimentally derived 
field, EG, having a Gaussian-like pulsed profile as given in 
equation (3), similar to the technique used in [33]. EG has a 
maximum value of Em and a pulse width of τpls  =  1 ns (the 

duration of a single filament). Em is a dependent variable that 
needs to be calculated based on equations  (2) and (3). The 
time-averaged absolute value of Vg, |Vg|av, is obtained from 
the voltage–charge figure. dg represents the length of the dis-
charge filaments, and it is assumed to be 3   ×   10−3 m, i.e. the 
apothem of each mesh. Similar to previous global models for 
atmospheric plasma [13, 33], a relationship between the elec-
tron temperature and the electric field is obtained from solving 
the electron Boltzmann equation  using Bolsig  +. With this, 
equation (1) is solved to obtain the particle densities including 
electron density.

The electric field equation  of (3) is modified from 
Sakiyama’s work [33] with an additional term of |Vg|av/dg. The 
actual electric field used in our model is E  =  EG  +  |Vg|av/dg. 
EG calculated from equation (3) is very high during a current 
pulse, corresponding to the duration of a single breakdown. 
However, it is reduced to very small values beyond that. This 
is not always accurate for the actual electric field because the 
discharge gap voltage Vg remains high for a much long time in 
each half-cycle as shown in figure 3. The lifetimes of charged 
species are normally longer than the duration of a filament, 
and as such residual charged species are continuously accel-
erated by the electric field, which is estimated as |Vg|av/dg in 
equation (2). Considering that |Vg|av/dg consumes much input 
power used mainly for the acceleration of ionic species and 
that the density decay time for ions is about 300 ns, much 
longer than that for electrons (<3 ns) [33], this modification 
is likely to lower the density of plasma species several times. 
This modification is found to lead to a much closer agreement 
between the numerical and experimental results, as will be 
discussed in figure 7.

Figure 4. System-level model of plasma-liquid interactions, the model structure and the computational flow chart.
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The diffusion of gaseous plasma species through the air 
gap towards the downstream liquid sample is limited by 
their lifetimes. Diffusion distance can be estimated from the 
Einstein–Smulochowski equation [40]:

τ= DEDL 6 g (4)

where EDL represents the effective diffusion distance, Dg is 
the diffusion coefficient in air and τ is the effective lifetime. 
The effective lifetimes of ionic species are obtained from 
their reaction rates in the plasma region. As listed in table 2, 
EDL varies in a range of 7   ×   10−8 m for +N4  to 7.1   ×   10−5 
m for +NO2 —thus no more than 1   ×   10−3 m into the air gap. 
Therefore, only neutral species are considered for the air 
gap region in our model. As a result, a 1D diffusion model 
is developed for the air gap region, including 21 species (see 
table 1) and 63 chemical reactions. The governing equation is 
as follows:

∂

∂
− ∇ =

n

t
D n R

g i
g i g i g i

,
,

2
, , (5)

where ng represents the number density of species in the air 
gap region, Dg the diffusion coefficient in air, and Rg the reac-
tion rate.

Some of the gaseous species can go through the air gap and 
then penetrate into the liquid region. Henry’s Law is used to 
describe the concentration balance of a given species between 
the gas phase and the liquid phase, and Henry’s coefficients 
are listed in table 3. It is noted that the gas–liquid interface, an 
aerosol layer, has different features from those in both the gas 
and the liquid bulks. For example, it is predicted by molecular 
dynamic simulation that both hydrophobic species (e.g. O3aq) 
and hydrophilic species (e.g. OHaq, HO2aq and H2O2aq) have a 
free-energy minimum at the interface, which means that the 
concentrations of such species are comparably higher in the 
interface layer than in the liquid volume [41, 42]. The unique 
features of the interfacial layer have an effect on the interac-
tion processes between the SMD and the deionized water, for 
which there is a lack of relevant data of the interface layer. The 
thickness of such a layer is also very small, typically ~1 nm 
[41, 42], less than the physical scale of the plasma-liquid 
system by seven orders of magnitude, suggesting a local influ-
ence. The impact of this local influence on the downstream 
aqueous chemistry is likely to be heavily damped by rapid 
reactions in the dense liquid. Given these, it is reasonable to 

Table 1. Species considered in the model.

Plasma 
region

Cations              
           

+ + + + + + + +

+ + + + + + + +

N , N , N , N , NO , N O , NO , H ,

H , H , O , O , O , OH , H O , H O
2 3 4 2 2

2 3 2 4 2 3

Anions              − − − − − − − −

− −

e, O , O , O , O , NO , NO , H ,  OH ,

N O , NO
2 3 4 3

2 2

Neutrals ( )   ( )   ( )      Σ ΠN D , N A , N B , H, N, H ,2
2

3
2

3
2  ∆aN , H O, O D , O, O , O , OH,2 2

1
2

1
3    ( )     ( )       

HO , H O , O , NO, NO , NO , N O ,2 2 2 2 2 3 2 3                  N O , N O , HNO , HNO , N O, HNO2 4 2 5 2 3 2

Air gap 
region

NO, N O, NO , NO , N O , N O , N O , HNO,2 2 3 2 3 2 4 2 5                       ( )    ∆aHNO , HNO , N, N , O , O, O , O , OH2 3 2 2 2
1

3 , 
   HO , H O , H , H O2 2 2 2 2

Liquid 
region

∆aO , O , O , OH , HO , HO , H O , N , O , H , H ,aq 2
1

aq 3aq aq 2aq 3aq 2 2aq 2aq 2aq aq 2aq( )  
          +N O , NO , NO ,  NO , N O , N O , HNO , H ,2 3aq aq 2aq 3aq 2 4aq 2 5aq 2aq aq               − − − − − − −HO , OH , O , O , O , NO , NO , O NOOH ,2 aq aq aq 2 aq 3 aq 2 aq 3 aq 2 aq  

       − −O NOO , ONOO ,  ONOOH , HNO , N O , H O2 aq aq aq 3aq 2 aq 2 aq

Table 2. Estimated diffusion distance of ionic species.

Species EDL[m] Species EDL[m]

N+ 1.1   ×   10−7 OH+ 2.8   ×   10−7

+N2 2.2   ×   10−7 H2O+ 3.1   ×   10−7

+N3 7.4   ×   10−7 H3O+ 3.3   ×   10−5

+N4 7.0   ×   10−8 O− 5.4   ×   10−7

NO+ 3.0   ×   10−5 −O2 1.4   ×   10−6

+NO2 7.1   ×   10−5 −O3 1.3   ×   10−6

N2O+ 4.5   ×   10−7 −O4 2.0   ×   10−6

O+ 1.0   ×   10−7 NO− 3.6   ×   10−7

+O2 2.1   ×   10−6 −NO2 9.4   ×   10−6

+O4 1.6   ×   10−5 −NO3 6.2   ×   10−5

H+ 2.0   ×   10−7 N2O− 6.7   ×   10−5

+H2 2.1   ×   10−7 H− 2.7   ×   10−7

+H3 4.7   ×   10−7 OH− 1.8   ×   10−6

Table 3. Henry’s coefficients.

Species HCC(25 °C) Ref.

N2O 0.611 [43]
NO 0.046 [43]
NO2 0.978 [44]
NO3 44 [45]
N2O3 14.67 [46]
N2O4 36.67 [46]
N2O5 51.34 [47]
HNO2 1198 [48]
HNO3 5.1   ×   106 [49]
O3 0.2298 [50]
OH 733.5 [51]
H2O2 2.1   ×   106 [52]
HO2 1.39   ×   105 [53]
H2 0.191 [43]
O 3.2   ×   10−2 [41]a

O2(a1∆) 3.2   ×   10−2 [41]a

a Assumed the same as O2.
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neglect the nanoscale interfacial processes in our model as an 
approximation.

Finally the liquid region is treated with a 1D model, con-
sidering the drift motion, the diffusion motion and the aqueous 
chemistry. In the liquid phase, some species such as HNO3aq are 
likely to hydrolyze into ionic species to set up an electric field. 
The movement of ionic species is then controlled by both the 
density gradient and the field. Therefore, the governing equa-
tions consist of the drift–diffusion equation for the mass conser-
vation and Poisson’s equation for the electric field, as follows:

∂
∂
+∇ ⋅ − ∇ + =

n

t
D n Z u n E Ri

i i i i i i
l,

l, l, l, l, l,( ) (6)

∑ ε
∂
∂
=

E

x
Z n /i il, (7)

where nl is the number density of species in the liquid region, 
Dl the diffusion coefficient in water, μl the mobility of 
the charged species in water, Rl the aqueous reaction rate, 
and ε the dielectric constant. The diffusion coefficients of  
the aqueous molecules considered are listed in table 4, and the 
drift coefficients of charged species are obtained from the Einstein 
relation. The model has 33 species (see table 1) and 109 chemical 
reactions, including 21 reversible reactions (see appendix A).

It is worth stating that most of the reaction coefficients used 
in this study (those from [33] and in appendix A) are obtained 
from multiple sources in literature. Possible uncertainties in 
the experiments from which these reaction coefficients were 
obtained can in principle introduce errors to our simulation pre-
diction, an inevitable and common risk to all numerical simula-
tions of non-equilibrium atmospheric pressure gas discharges. 
To provide direct evidence of whether our simulation results are 
realistic, they are compared with experimental measurement 
with good agreement (see figures 7, 12(b) and 14).

A commercial software, COMSOL Multiphysics@, was 
used for constructing three sub-models, and these sub-models 
were used as one system-level master model and simulated 
simultaneously. In other words, a master hybrid model is 
formed with the integration of one 0D global model (for plasma 
generation) and two 1D fluid models (for the air gap and liquid 
regions). The hybrid model has a similar topological structure 
to the experimental setup, with only the plasma region sim-
plified with a 0D description. The initial gas composition is 
76.63% N2, 20.37% O2 and 3% H2O by considering water 
evaporation [15]. The initial pH value is set to be 7, i.e. the 
densities of both H+aq and OH−aq are 6.02   ×   1019 m−3. The 
dissolution of O2aq and N2aq in the water is considered to be in 
equilibrium with the air. The initial density of other species in 
the plasma, air gap and water is set to be 105 m−3. The plasma, 
the buffer air gap and the water layer are assumed to be at a 
constant room temperature of 300 K, consistent with experi-
mental data. The boundary condition for the water bottom is 
set to be Γ  =  0, assuming that no species is absorbed by the 
petri dish surface. In fact, no plasma-induced species can pen-
etrate through the water bulk to the bottom of the petri dish in 
this study, as the plasma-on time is 100 s at most.

4. Results and discussion

4.1. Reactive species through the air gap region

Figures 5 and 6 show the diffusion patterns of neutral plasma 
species from the plasma region into the air gap region at a 
plasma-on time of 0.01 to 100 s. The threshold concentration 
of 1017 m−3 used in figures 5 and 6 is about 3.7 ppb (parts per 
billion). For reactive oxygen species (ROS), shown in figure 5, 
only O3 and H2O2 can propagate through the air gap to reach 
the downstream sample at Lg  =  0.01 m within one second of 
the plasma-on time. The third and fourth most penetrating ROS 
through the air gap are HO2 and O2(a1∆), and for a plasma-
on time of 1–100 s their concentrations drop to 1017 m−3 after 
4.5   ×   10−3–7   ×   10−3 m and 1   ×   10−3– 4.7   ×   10−3 m into 
the air gap, respectively. For O and OH concentrations not 
to fall below 1017 m−3, their diffusion distance needs to be 

Table 4. Diffusivity of aqueous species.

Species Diffusivity [m2 s−1] Ref.

Oaq × −2 10 9 [54]

O2(a1∆)aq × −2.0 10 9 [54]a

O3aq × −1.75 10 9 [55]

OHaq × −2.0 10 9 [56]

HO2aq × −1.0 10 9 b

HO3aq × −1.0 10 9 b

H2O2aq × −1.0 10 9 [57]

H2aq × −4.5 10 9 [54]

Haq × −8.0 10 9 [56]
+Haq × −9.312 10 9 [58]
−OHaq × −5.26 10 9 [58]
−HO2aq × −1.0 10 9 b

−Oaq × −2.0 10 9 c

−O2aq × −2.0 10 9 c

O
_
3aq × −1.75 10 9 c

N2Oaq × −2.1 10 9 [59]
−NO3aq × −1.9 10 9 [60]
−NO2aq × −1.85 10 9 c

HNO2aq × −1.85 10 9 [61]

HNO3aq × −2.6 10 9 [62]

O2NOOHaq × −1.0 10 9 b

−O NOO2 aq × −1.0 10 9 b

N2O4aq × −1.0 10 9 b

N2O3aq × −1.0 10 9 b

N2O5aq × −1.0 10 9 b

NOaq × −2.21 10 9 [63]

ONOOHaq × −2.6 10 9 d

−ONOOaq × −1.9 10 9 e

NO2aq × −1.85 10 9 [61]

NO3aq × −1.0 10 9 [64]

a Assumed the same as O2aq.
b Assumed to be × −1.0 10 9 m2 s−1.
c Assumed the same as their neutral species—for instance the diffusivity of 
−Oaq is assumed the same as Oaq.

d Assumed the same as HNO3aq.
e Assumed the same as −NO3aq.
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restricted to less than 1   ×   10−3 m. It is worth noting that O, OH, 
O2(a1∆) and HO2 all have an EDL smaller than 1   ×   10−3 m  
(see table 5). Near the surface of the downstream liquid at a 
plasma-on time of 0.01–100 s, the dominant gaseous ROS are 
O3 and H2O2, which have decreasing concentrations except for 
O3 at t  =  100 s. The gas-phase O3 density near the liquid sur-
face reaches the same level as the value at the exit of the plasma-
generation region before t  =  100 s. This is largely because the 
small Henry’s coefficient of O3 restricts its dissolution in the 
ionized water and in turn increases its accumulation in the air 
gap. By contrast, the Henry’s coefficient of H2O2 is sevenfold 
greater than that of O3 (see table 3) and this leads to a marked 
reduction of gas-phase H2O2 near the liquid surface.

Compared with ROS, reactive nitrogen species (RNS) 
capable of reaching the liquid surface are more numerous. 
Figure  6 suggests that NO2, HNO2, HNO3, N2O5 and N2O 
are capable of reaching the gas-liquid interface with a gas-
eous concentration above 1017 m−3 before t  =  1 s. After t  =  1 
s but before t  =  100 s, NO3 also reaches the liquid surface 
and its concentration hike beyond 1   ×   10−3 m into the liquid 
bulk is due to chemical reactions in the air gap. However, the 
biologically significant NO has a short diffusion distance of 
EDL  <  1   ×   10−3 m (see table 5). At t  =  0.01 s, its concentra-
tion drops to 1017 m−3 around 4.4   ×   10−3 m into the gas gap 
and its diffusion reach reduces progressively with increasing 
time suggesting strong loss mechanisms through plasma 
chemistry in the air gap. Together with the fact that Henry’s 

Figure 5. ROS diffusion into the air gap after a plasma-on time of 
(a) 0.01 s; (b) 1 s; and (c) 100 s.

Figure 6. RNS diffusion into the air gap after a plasma-on time of 
(a) 0.01 s; (b) 1 s; and (c) 100 s.
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coefficient of NO is very small (table 3), this suggests that it is 
ineffective to use air plasma as a source for aqueous NO.

Of RNS that can reach the liquid surface, the dominant 
RNS in terms of concentration changes identity with time—
it is HNO2 at 0.01 s, HNO3 at 1 s and N2O at 100 s, hinting 
the strong influences of mutual chemical reactions and dis-
solution. For N2O, its concentration at the exit of the plasma 
region increases modestly from 2.3–6.2   ×   1019 m−3 when 
the plasma-on time increases from t  =  0.01 s to 1.0 s. This 
increase is likely to be due to the plasma chemistry in the 
air gap. However its dissolution into the deionized water is 
very limited as seen in its small Henry’s coefficient of 0.611 
(table 3). As a result, the N2O concentration jumps to about 
2.7   ×   1021 m−3 at t  =  100. This is similar to the case of O3 in 
figure 5. For HNO2, its concentration at the plasma exit is seen 
in figure 5 to decrease from 1.25   ×   1020 m−3 at t  =  0.01 s  
to 7.5   ×   1019 m−3 at t  =  1 s and 1.8   ×   1019 m−3 at t  =  100 s.  
This decrease in HNO2 before its arrival at the liquid surface 
is suggestive of the dominant influence of plasma chemistry in 
the air gap, whereas its loss to the liquid should also be impor-
tant given its large Henry’s coefficient of 1198 (see table 3). 
Similarly, the plasma chemistry in the air gap is likely to be 
responsible for the 1.5-fold increase of the HNO3 concentra-
tion from t  =  0.01 s to 1.0 s. The subsequent reduction in its 
concentration at t  =  100 s is clearly due to the dissolution into 
liquid, given that the Henry’s coefficient of HNO3 is more 
than three orders of magnitude above that of HNO2. It is there-
fore evident that the diffusion of plasma species through the 
buffering region of the air gap to the liquid is controlled by the 
plasma chemistry in the air gap and the dissolution into the 
liquid in a species-dependent fashion. Whilst understandable 
based on figures 5 and 6 but not widely appreciated, species 
with low concentrations in the air gap may have large aqueous 
concentrations (with exceptions such as NO) and as a result 
gas-phase ROS/RNS concentrations cannot be used to reliably 
predict their aqueous concentrations.

Detailed analysis of the generation and loss pathways 
to support the above conclusion is possible. For instance, 
NO  +  OH  +  M  →  HNO2  +  M is a main pathway for HNO2  
generation in the plasma region and its rate decreases 
because of the decreasing NO concentration from t  =  0.01 s to  

t  =  100 s. In contrast to most species, NO2 and NO3 have their 
densities peaked in the vicinity of the water surface (at t  =  1 s  
or t  =  100 s, respectively). This is attributed to both their 
small Henry’s coefficients and the reactions in the air gap 
region as follows:

+ + +NO HO NO OH O3 2 2 2→ (8)

+ +O NO NO O3 2 3 2→ (9)

↔+ + +N O M NO NO M2 5 2 3 (10)

In order to validate the numerical model, the O3 concentra-
tion at 5   ×   10−3 m downstream from the liquid-facing elec-
trode of the SMD was measured and the results are shown in 
figure 6. Numerically computed O3 is seen to be about five-
fold higher than the experimentally measured value, but with 
both following a very similar trend with time. As a reference 
point, the results of Sakiyama’s model [33] were reproduced 
for O3 and are included in figure 7. Their O3 concentration 
is seen to be higher than our data by about twofold and its 
time dependence is also different with the O3 concentration 
reaching a plateau after 40 s of plasma treatment. The differ-
ence is due to the consideration in our model of the electric 
field for ion acceleration after a breakdown (see discussion 
of equation (3)), which helps bring the simulation data closer 
to the experimental results. Our numerically calculated O3 
concentration is still about fivefold above the experimental 
value. Qualitatively this is understandable since our 1D model 
does not account for the radial escape of O3 (either to the sur-
rounding atmosphere in an open system or to the wall in a 
closed system).

From an application standpoint, the quantification of the 
gas-phase diffusion distances of reactive species is useful for 
an overview of their relative importance for a downstream 
sample. Using 1017 m−3 (or 3.7 ppb) as a threshold concentra-
tion (see table 5), biologically significant free radicals such as 
NO, OH, O2(a1∆) and HO2 and O have very short diffusion 
distances when their densities drop to the threshold concen-
tration within 4.55   ×   10−3 m into the air gap. The EDLs of 

Figure 7. Numerically and experimentally obtained O3 
concentration at 5   ×   10−3 m below the plasma exit. Sakiyama’s 
data are from [33].

Table 5. Diffusion distance into the air gap at t  =  100 s.

Species Over 1017 m−3 (m) EDL (m)

H2O2 >0.01 >0.01
HO2 4.6   ×   10−3 3.7   ×   10−4

OH 8.7   ×   10−4 1.3   ×   10−4

O 4.4   ×   10−4 6   ×   10−5

O3 >0.01 >0.01
O2(a1∆) 1.2   ×   10−3 4.6   ×   10−4

HNO3 >0.01 >0.01
HNO2 >0.01 >0.01
NO 4.4   ×   10−4 2.0   ×   10−4

NO2 >0.01 >0.01
N2O5 >0.01 >0.01
NO3 >0.01 >0.01
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ROS in air plasma are even less than that in He  +  O2 plasma 
mainly due to their diffusion coefficients being lower in air 
[65, 66]. These observations support the view from figures 4 
and 5 (and [16]) that long-living species such as H2O2, O3, 
HNO3, and HNO2 are dominant for indirect plasma treatment. 
Notwithstanding the discussion of aqueous ROS/RNS, indi-
rect plasma has lower plasma dose than and different plasma 
chemistry to direct plasma, in which free radicals are likely to 
play an important role as seen in the case of bacterial inactiva-
tion [67, 68].

For free radicals such as O, NO, OH, O2(a1∆) and HO2, their 
generation in the air gap predominantly originates from their dif-
fusion from the plasma region. Their losses are caused by chem-
ical reactions to form more stable species such as O2, H2O2, O3 
and HNO3, as shown in figure 8. For example, O3 plays a domi-
nant role in the reduction of NO and O2(a1∆), so the peak con-
centrations and diffusion distances of NO and O2(a1∆) decrease 
with increasing O3 concentration from t  =  1 s to 100 s(see fig-
ures 5 and 6). In addition, O3 is an important reactant for the loss 
of OH and HO2. Besides the diffusion from the plasma region, 
the reaction of O  +  O2  +  M  → O3  +  M also plays an important 
role for the production of O3 in the air gap region.

4.2. Reactive species into the liquid region

The gaseous species dissolve into the deionized water and 
then further diffuse downwards. The diffusivity is lower than 
that in the gas phase by approximately four orders of magni-
tude (see table 4), and the chemistry is more intensive due to 
the much more frequent collisions between the reactive spe-
cies and the water molecules.

Figure 9 shows that the main aqueous ROS (with density 
higher than 1 nM, i.e. 6.023   ×   1017 m−3) are O3aq, H2O2aq 
and −OHaq, of which −OHaq is generated by the self-ionization 
of water molecules. The initial value of −OHaq density in the 
model is set to be 100 nM, corresponding to a pH value of 7. 
With the penetration of reactive plasma species, −OHaq rap-
idly converts to other anions (mainly −NO2aq and −NO3aq as 
shown in figure 10) so its density falling-off point can serve 
as the indicator for the penetration depth of the incoming 
plasma species. Using this indicator, the penetration speed 
initially varies with time within the first few seconds and then 

becomes constant at about 2.2   ×   10−5 m s−1 after t  =  10 s. 
It is evident from figure 9 that the H2O2aq and O3aq concentra-
tions follow very similar spatial profiles, both reaching their 
peak values at the gas–liquid surface and then following a 
very similar parabolic decay into the liquid bulk. This sug-
gests that these two species have high chemical stability in 
the liquid phase and their distributions are diffusion-limited. 
The concentration of H2O2aq is always threefold to fivefold 
higher than that of O3aq, and this concentration ratio is similar 
to the experimental results reported by Shibata et al [21]. At 
t  =  100 s, H2O2aq and O3aq can reach around 2   ×   10−3 m.

It should be noted that OHaq, HO2aq and −O2 aq are regen-
erated in situ in the liquid phase even though little of their 

Figure 9. ROS penetration into the deionized water after a plasma-
on time of (a) 1 s; (b) 10 s; and (c) 100 s.

Figure 8. The main reactions for the loss of free radicals.
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gaseous counterparts could survive passage through the air 
gap to reach the liquid. The spatial distribution profiles of these 
short-lived aqueous species are reaction-limited rather than 
diffusion-limited, and are much different from those of O3aq 
and H2O2aq. The peak density of −O2aq and OHaq is below 1 nM, 
lower than the detection limit of ESR. This is distinctly dif-
ferent from data of direct plasma-liquid interactions for which 
the concentrations of OHaq, 

−O2aq and HO2aq are in the range of 

several μM [15, 16, 24, 69]. So the concentrations of OHaq, 
−O2aq and HO2aq in SMD are three orders of magnitude lower. 

The sub-nM concentrations of −O2aq and OHaq in figure 9 sug-
gest their limited direct role in biological effects; however, their  
in situ generation can be significant.

Figure 10 shows the spatial profile of RNS into the liquid 
bulk, from which it is evident that the dominant species is 
NO3aq. For plasma treatment times no more than 10 s, the 
first four most abundant species of −NO3aq, 

−NO2aq, HNO2aq and 
N2Oaq can reach no more than 0.4   ×   10−3–0.8   ×   10−3 m in 
the deionized water if their concentrations are maintained 
at or above 1 nM. With longer treatment times up to 100 s, 
their penetration depth improves to 2   ×   10−3–3   ×   10−3 m. 
The descending oder of the aqueous RNS concentrations now 
changes to −NO3aq, N2Oaq, HNO2aq and −NO2aq, because more and 
more −NO2aq are oxidized to −NO3aq by O3aq (R32, appendix A)  
(see figure 9). This also leads to local concentration maxima 
for HNO2aq/N2Oaq at the front part of the penetration. It is 
worth noting that NOaq, a biologically significant molecule, is 
generated in very low concentrations of sub-nM in liquid by 
the surface plasma. RNS other than −NO3aq, 

−NO2aq and N2Oaq 
can barely reach more than 2.3   ×   10−4 m without their con-
centrations falling below 1nM. Therefore −NO3aq, 

−NO2aq, and 
HNO2aq are likely to be the most significant charged and neu-
tral RNS with similar liquid penetration depths (of 2   ×   10−3 
–3   ×   10−3 m at t  =  100 s) to those of the most significant 
ROS of H2O2aq and O3aq.

Hydrolysis of neutral gaseous species produces ionic spe-
cies in liquid. While only neutral species diffuse through the 
air gap in figure 2, some hydrolyze to form ionic species in 

the water, such as +Haq, 
−NO2aq and −NO3aq [99, 100, 104]. The 

hydrolysis ratio decreases sharply with the plasma treatment 
due to the decrease of pH value (see figure 11). Take HNO2aq 
for instance: the density ratio of −NO2aq[ ]/[HNO2aq] decreases 
from 77 at t  =  1 s to 3.7 at t  =  100 s.

Similar to the case of ROS, some short-living RNS 
are regenerated in situ such as NOaq and peroxynitrite 
(ONOOHaq/

−ONOOaq). The peak density of NOaq is below 
1 nM, lower than the detection limit of ESR. As the isomer of 
HNO3aq, ONOOHaq also hydrolyzes to +Haq and −NO3aq mainly 
via its immediate state (ONOOH*

aq) [70], or alternatively it 

Figure 10. RNS penetration into the deionized water after a 
plasma-on time of (a) 1 s; (b) 10 s; and (c) 100 s.

Figure 11. Main reactions for the generation (left bar in blue) and 
loss (right bar in dark red) of aqueous free radicals.
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partially decomposes to NO2aq and OHaq [71]. Kushner et al 
reported an [ −ONOOaq]/[

−NO3aq] ratio of ~0.5 in water directly 
treated by plasma [15]. This is higher than our data by six 
orders of magnitude, and is mostly likely due to the differ-
ence between direct and indirect plasma-liquid interactions. 
In the work of Kushner et al, the production ratio of ONOOH/
HNO3 in the gas phase is about 40% and other short living 
species such as NO, OH, and HO2 can transfer into the liquid 
phase. Therefore, ONOOHaq is generated in direct plasma-
liquid interactions from either the gas–liquid diffusion or the 
liquid-phase reactions among short-living species. The latter 
include NO2aq  +  OHaq  →  ONOOHaq (R15, appendix A) and 
NOaq  +  HO2aq  →  ONOOHaq (R76, appendix A). However, 
in indirect plasma-liquid interactions as reported here, no 
gaseous short-living species can reach the liquid sample (see 
table  5) leading to a much lower [ −ONOOaq]/[

−NO3aq] ratio. 
It is noted the gaseous ONOOH is neglected in our model, 
because its existence in ambient pressure and temperature has 
been questioned [69, 70], and even if it exists, in our case it 
is very unlikely to pass through the air gap due to its short 
lifetime of several milliseconds. Despite the much lower 
[ −ONOOaq]/[

−NO3aq], the peak density of peroxynitrite is found 
to be around 9.7 nM at t  =  100 s, not much lower than that of 
direct plasma-liquid interactions [15].

The main chemical reactions for aqueous free radicals 
are shown in figure  11. OHaq is mainly generated by R38 
(see appendix A): −O3aq  +  +Haq  →  O2aq  +  OHaq and R55: 
HO3aq  →  O2aq  +  OHaq, and reduced by R27 : O3aq  +  OHaq  
→  HO2aq  +  O2aq. A molecular dynamics study suggests that 
OHaq has a long lifetime in pure water [72], but in our case the 
density of O3aq is high thus preventing a large OHaq concentra-
tion to be supported. −O2aq is mainly generated by the hydrol-
ysis of HO2aq (R4) and reduced also by the reaction with O3aq 
(R25): O3aq  +  −O2aq  →  −O3aq  +  O2aq. The hydrolysis of HO2aq 
has been predicted to be the main pathway for its reduction in 
pure water by molecular dynamic simulation [73]; however in 
our case the reaction with O3aq dominates (R28): O3aq  +  HO2aq   
→  O2aq  +  HO3aq. Also, O3aq is the precursor for HO2aq pro-
duction via R27: O3aq  +  OHaq  →  HO2aq  +  O2aq. Therefore as 
a whole, a chemical chain of OHaq  →  HO2aq  →  HO3aq exists 
via the reactions with O3aq.

For RNS, NOaq is mainly generated by R13: 2HNO2aq  →  N
Oaq  +  NO2aq  +  H2Oaq and R81: OHaq  +  −ONOOaq  →  O2aq  +  
−OHaq  +  NOaq. Its loss is via R74: NOaq  +  OHaq  →  −NO2aq  +  +Haq 

and R76: NOaq  +  HO2aq  →  ONOOHaq as shown in figure 11. 
NO2aq is mainly generated by R78: OHaq  +  HNO2aq  →  H2Oaq   
+NO2aq and R92: NO3aq  +  −NO2aq  →  −NO3aq  +  NO2aq, and 
lost via R11: 2NO2aq ↔ N2O4aq, R18: NO2aq  +  HO2aq ↔ 
O2NOOHaq, R19: 2NO2aq (+H2Oaq) ↔ −NO2aq  +  −NO3aq  +

+2Haq 
and R102: NO2aq  +  NO3aq  →  N2O5aq. Besides 
NOaq  +  HO2aq  →  ONOOHaq (R76) as the main reaction for 
ONOOHaq generation in direct plasma-liquid interactions [15], 
HNO2aq  +  H2O2aq  →  ONOOHaq  +  H2Oaq (R96) plays an 
important role. On the other hand, ONOOHaq  →  NO2aq  +  OHaq 

(R15) and ONOOHaq  → +Haq  +  −NO3aq (R84) are responsible 
for the majority of its loss. The two pathways for ONOOHaq 

loss are in agreement with [70, 71]. Finally, −ONOOaq is gener-
ated by the hydrolysis of ONOOHaq (R5), while it is reduced 
by the reactions with OHaq (R80 and R81).

4.3. Biological effects of plasma-activated water

With the main aqueous ROS and RNS established, we dis-
cuss here their possible effects on biological matter with the 
support of observations reported in literature and also from 
our own measurements. Of the main aqueous RNS, nitrate 
(HNO3aq/

−NO3aq) and nitrite (HNO2aq/
−NO2aq) are abundant 

with a total concentration of a few hundred μM. With their 
penetration into the liquid bulk, the pH value of the plasma-
treated deionized water decreases due to the hydrolysis of 
these two species (to form nitric and nitrous acids). As a result, 
an electric field is formed due to the differences in movement 
velocities among the self-ionized species.

The dependence of the calculated pH value and electric 
field on the plasma treatment time is illustrated in figures 12 
and 13, respectively. As shown in figure 12(a), the pH value 
at the gas–liquid interface keeps decreasing. At t ~ 1.9 s, the 
pH value at the liquid surface is found to decrease to 4.7, 
and this pH value is sometimes considered as an antimicro-
bial threshold since the microbial deactivation effect of PAW 
was found to increase sharply when pH  <  4.7 [74]. As the pH 

Figure 12. (a) Spatial distribution and (b) spatially averaged value 
of pH as a function of the plasma-on time.
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itself has little effect on microorganisms even for hydrochloric 
or nitric acid solutions with pH  =  3 [22], the biological effect 
should be due to the synergistic effect of the reactive plasma 
species and low pH value (pH  <  4.7) [75]. Different mecha-
nisms have been put forward for this synergistic effect. One 

proposal is the hydrolysis of HO2aq via HO2aq ↔ +Haq  +  −O2aq 
(R4) because the pKa value of HO2aq is 4.8 [74]. In acidic 
solution of a pH  <  pKa value of HO2aq, 

−O2aq is converted into 
HO2aq. The latter can penetrate the cell membrane and then 
react with intracellular components [76]. On the other hand, 
the synergy effect could be due to HNO2aq  +  H2O2aq  →  ONO
OHaq  +  H2Oaq (R96) because the density ratio of [HNO2aq]/
[ −NO2aq] is higher as the pH value decreases thus benefiting 
the production of ONOOHaq [75]. The latter has high perme-
ability and is thus extremely effective in eliciting damage to 
bacteria [76]. Although the biological effect of SMD-activated 
water was found to be significantly pH-dependent [70], both 
of the mechanisms need further examination because the 
volume-averaged concentrations of HO2aq and ONOOHaq are 
lower than 1nM (see figures 9 and 10).

The dependence of the spatial-averaged pH value on the 
SMD treatment time was measured and shown with numeri-
cally calculated data in figure 12(b). In general, the numerical 
and experimental results follow very similar trends with the 
numerical value higher by ~0.3 when t  > 40 s. According to 
the numerical results, the average pH value at t  =  100 s is 
4.7, but in the surface layer of PAW the minimal pH value 
decreases to 4.7 just when t ~ 1.9 s, and it is even down to 
3.32 at t  =  100 s (see figure 12(a)). The much lower pH value 
in a thin surface layer of SMD-activated water is consistent 
with experimental observations obtained with a color forming 
method [30]. As shown in figure  12(a), the surface layer 
expands with a velocity of 2.2   ×   10−5 m s−1, the same as the 
penetration speed of reactive species. According to the expan-
sion velocity, one can control the SMD treatment time for 
localized deactivation; for example, the effect of 100 repeated 

treatments of 1 s each must be much more localized compared 
to one single treatment of 100 s. It should be emphasized here 
that the culture media used for both bacterial and mammalian 
cells have an inherent buffering capability and as such the pH 
values in figure 12 are likely to recover to or towards its physi-
ological level.

As shown in figure 13(a), the absolute value of the electric 
field peaks near the water surface and the peak electric field 
shifts into the depth of the liquid with increasing time. We 
choose the location of a water depth of 1μm to examine the 
time variation of the field, E1um. As shown in figure 13(b), E1um 
increases quickly after the plasma species come in contact with 
the water at t  =  0.12 s, and it peaks at t  =  0.34 s and exhibits a 
890 V m−1 magnitude after which it decreases hyperbolically. 
Figure 13(c) shows the maximum electric field as a function 
of the water depth and it reaches its maximum of 1 kV m−1 
at a water depth of 2.85   ×   10−6 m. Beyond 1.5   ×   10−3 m, 
its value decreases to below 100 V m−1. The peak value of 
the electric field is two to three orders of magnitude below 
what is required for cell electroporation or lysing, but may 
have an effect on cell gating [78]. The electric field felt by a 
bacterium 1 μm in size and suspended in the water is pulsed 
with a width of more than one second (see figure 13(b)). This 
duration is more than enough to establish voltage of a few to a 
few tens of micro-volts across the membrane of the bacterium 
for voltage-dependent cell gating [78]. Whilst the electric field 
shown in figure 13 may not necessarily cause direct biological 
effects on its own, it is possible that it may assist biological 
effects induced by other mechanisms [79].

The average concentrations of long-living species, such as 
+Haq, nitrate, nitrite, H2O2aq and O3aq, are shown in figure 14, 

as a function of the plasma-on time. In comparison with 
our own experimental measurements, the numerical H2O2aq 
concentration is 1.3 ~ 2.2-fold higher, the nitrate/nitrite con-
centration 1.82-fold lower, and the O3aq concentration 1.2 ~ 
1.4-fold lower. Such differences between computational and 

Figure 13. (a) spatial distribution of the electric field in the SMD-treated water; (b) the electric field at 1 μm as a function of time; (c) the 
peak electric field as a function of the water depth.
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experimental results are small. It is worth noting that the O3aq 
detection limit is 0.01 mg L−1 (or 208.3 nM), higher than the 
simulation result for t  <  30 s, so the O3aq concentration was 
measured at t  >  80 s.

Our simulation suggests that the concentrations of +Haq, 
nitrate and H2O2aq increase with time nonlinearly in the first 
few seconds, but their time-dependence become almost 
linear after t  =  10 s. This does not apply to nitrite and O3aq, 
because these two species strongly react with each other 
(R32, appendix A), and for nitrite it is also because the ratio 
of [ −NO2 aq]/[HNO2aq] is strongly dependent on the pH value. 
At t  =  100 s, the average density of +Haq is 23.11 μM, and it is 
2.66 μM, 2.21 nM, 23.03 μM, and 0.29 μM for H2O2aq, nitrite, 
nitrate and O3aq respectively. Previous studies suggest that the 

main reactive species in the SMD-activated water are +Haq,  

nitrite, nitrate, peroxynitrite and H2O2aq [76]. While this view 
is in general consistent with our findings, we suggest that O3aq 
can have high concentrations and the concentrations of perox-
ynitrite and nitrite are likely to be lower.

The concentrations of long-living ROS/RNS are in gen-
eral comparable to those reported literature, and are known 
to have strong biological effects. Several antibacterial mecha-
nisms related to long-living reactive species have been pro-
posed for the PAW. The peroxone process (R30) between O3aq 
and H2O2aq was suggested to be the main mechanism because 
it can generate more reactive species like OHaq and HO2aq  
in situ [80]. This is true if the O3aq and H2O2aq concentrations 
are sufficiently high. In the case of SMD as studied here, the 
peroxone process is not the main pathway for the generation 
of OHaq and HO2aq (see figure 11) and as such is unlikely to 
be important. Alternatively nitrite, nitrate, peroxynitrie and 

Table 6. Comparison of characteristic values of ROS/RNS in PAW and in a physiological environment.

Species Peak density (nM) Physiological density (nM) Half-life (μs) Physiological half-life (μs)

−O2aq 0.28 0.02  −  0.2 [84, 85] 6.11 35 [86]a

HO2aq 8.66 — 17.3 < −O2aq [87]
HO3aq 1.92 — 4.53 —
OHaq 1.56 ~zero [88] 3.19 0.001 [89]
ONOOHaq 9.74 2–63 [90, 91]b 5.19   ×   105 1500 [92, 93]c

O2NOOHaq 241 — 7.68   ×   106 —
NOaq 2.26   ×   10−4 0.1–5 [94] 8.18   ×   103 2   ×   103–2   ×   106 [95]
NO2aq 12.89 8   ×   10−4 [86] 5.65   ×   103 7 [84]
NO3aq 27.44 2.1   ×   10−6 [86] 1.6   ×   103 —

a The half-life of −O2aq in a physiological environment depends on the concentration of superoxide dismutase.
b The density is for both the ONOOHaq and its hydrolyzed ion −ONOOaq.
c The half-life strongly depends on the concentration of CO2aq.

Figure 14. (a) Calculated spatial-averaged concentrations of long-living reactive species as a function of plasma treatment time  
SMD-treated water; and comparison with measured data for (b) nitrite/nitrate; (c) H2O2aq; and (d) O3aq.
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H2O2aq are likely to be the key species, because they can serve 
as starting reaction partners to generate NOaq, OHaq, NO2aq 
and HO2aq in situ. The latter short-living species have strong 
antibacterial effect when the water is acidified [22, 76]. In 
contrast, the O3aq concentration was found to be strongly cor-
related to the antibacterial efficiency without even requiring 
water acidification [27]. In our case, the concentration of 
O3aq is high enough to have strong antibacterial effect alone 
especially for E. coli [81]. However this cannot be said for 
other species; for example, much higher H2O2aq concentration 
than 150 μM is needed for the deactivation of Escherichia 
coli [82]. The synergistic effect of several reactive species 
can enhance the antibacterial effect; for instance, a mixture 
of nitrite, nitrate and H2O2aq in acidified water (i.e. a high 

density of +Haq) has much stronger antibacterial ability than 
any species alone [28]. The densities of +Haq, nitrite/nitrate and 
H2O2aq are comparable to those in [28], so their synergy effect 
must be an additional mechanism to O3aq for the antibacterial 
ability of SMD-activated water.

The antibacterial effects of long-living reactive species 
are therefore ultimately facilitated through their short-lived 
products, such as OHaq, NOaq and ONOOHaq, since such 
species are generated in situ and are more cytotoxic [75, 76, 
80]. Their effects may be closely linked to O3aq as it leads 
to a chemical chain of OHaq  →  HO2aq  →  HO3aq as discussed 
above. The characteristic values of short-living species in the 
PAW at t  =  100 s are listed in table 6 together with their physi-
ological values. The concentrations of NOaq and ONOOHaq in 
the PAW are either comparable to or lower than their physi-
ological values, so these ROS/RNS species alone may have 
effects on cell signaling but not necessarily the more forceful 
effects needed for the killing of bacterial and cancer cells. For 
ROS, the physiological densities of OHaq, 

−O2 aq, HO2aq and 
HO3aq need to be very low due to their strong reactivity. For 
example, OHaq is understood to react with any organic mole-
cules and thus its diffusion length in cells is just 3 nm [83]. On 
the other hand, the concentrations of some RNS such as NO2aq 
and NO3aq in PAW are much higher than their physiological 
values by several orders of magnitude. The nitroxidative stress 
of these RNS is known to be lower than the oxidative stress 
of ROS (e.g. OHaq), but is not negligible. For instance, NO2aq 
is an initiator of lipid peroxidation [84] and has antimycobac-
terial effect [85]. So the NO2aq and NO3aq concentrations in 
figure 10 are not negligible.

A comparison between the half-life times of reactive spe-
cies in PAW and in the physiological environment further 
highlights their biological importance. The differences in 
half-life time are obvious for the biologically effective spe-
cies. Take OHaq and NO2aq for instance—their half-life times 
in PAW are higher than in the physiological environment by 
more than two orders of magnitude. This indicates that, if 
some biological substance is added into PAW, most of such 
reactive plasma species are likely to strongly contribute to the 
reactions with the biological substance. On the other hand, 
−O2aq and NOaq are known to have modest biological effects 

and their half-life times in PAW are comparable to those in 
the physiological environment. All these short-living species 

have their concentration peaks at the gas–liquid interface, 
except for NOaq and NO2aq which peak at 9.45   ×   10−6 m 
and 5.9   ×   10−6 m in the liquid (see figure 10), respectively. 
This indicates that the biological effect of such species may be 
localized in the surface layer of PAW.

The above discussion of the biological effects of these RNS 
and ROS is largely in reference to microorganisms, simply 
because most reported biological effects of plasma are for 
microbial inactivation. It is conceivable that other biological 
effects are likely to be elicited by plasma. The aqueous ROS/
RNS concentrations induced by the surface plasma in figure 2 
are in general low and around the physiological ROS/RNS 
levels. This appears to suggest that in addition to bacterial inac-
tivation the beneficial use of the SMD may also be a trigger to 
manipulate some inherent biological effects or cellular func-
tions in cells and tissues. While these are new frontiers for 
biology studies, the modeling framework presented here and 
the plasma-mediated aqueous chemistry it is unraveling offer 
a potentially quantitative knowledge basis to assist the design 
and data interpretation of such new biology investigations.

5. Concluding remarks

With the vast and growing array of plasma applications in 
healthcare, agriculture and pollution control, one of the most 
central scientific questions is the chemical identities and 
the dose profile of the main ROS/RNS at the sample point. 
Ultimately, this information will be utilized to tie the reac-
tion and transport pathways of these aqueous ROS/RNS to the 
upstream electron kinetics in plasma generation to drive inno-
vations for control strategies. A key challenge is the present 
lack of an integrated model for all regions of plasma-liquid 
interactions with good experimental validation. Here we have 
adapted a system science approach and developed a system-
level modeling framework of indirect interactions of surface 
air plasma with deionized water. Supported with selected 
measurements of liquid-phase ROS/RNS and pH, this mod-
eling framework has already yielded a great deal of valuable 
information as discussed in the present study and is expected 
to unravel new information in future.

For the gas buffering region of the air gap, we have shown 
that most short-living species such as NO, OH, O, and O2(a1∆) 
could not survive with adequate concentrations much more than 
5   ×   10−3 m and that the reactive species capable of directly 
impacting the liquid-phase chemistry are long-living species, 
particularly H2O2, O3aq, HNO3aq and HNO2aq. In the liquid-
phase, long-living species are equally important with the domi-
nant species being H2O2aq, O3aq, nitrate, nitrite, and Haq

+. While 
it is very ineffective to generate short-living species in the gas-
phase for them to be delivered to the depth of a liquid layer, short-
living species such as OHaq radicals can be generated in situ 
within liquid through reactions among long-living species. Such  
in situ production of short-living aqueous species is significant 
in showing that plasma is capable of triggering remote actions 
in the form of short-living radicals and their reaction chemistry. 
This is achieved, for the cases discussed here, by leveraging the 
reactions of long-living species with water molecules, yet it is 
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possible that such leveraging capacity would extend to organic 
and biological molecules.

The production, loss, liquid dissolution, and transport of 
key long-living species have been analyzed in the gas and 
liquid phases. For indirect plasma-liquid interactions, mutual 
reactions among long-living species and their dissolution 
in liquid combine to dictate the chemical identity and the 
dose profile of aqueous ROS/RNS. Despite the minor role of 
short-living species, the aqueous reaction chemistry is rich 
in its scope for synergistic effects and enables different and 
possibly competing mechanisms for its impact on cells, as 
shown by the bacterial deactivation in plasma-activated water.  
A comparison ROS/RNS in PAW and under physiological con-
ditions in terms of concentrations and half-life times shows a 
broad dose range of plasma-induced ROS/RNS around physi-
ological concentrations yet with differences. This shows a clear 
difference from, and hence possibilities to induce novel cel-
lular effects from, ROS/RNS produced biologically within cells 
and tissues. Using the example of bacterial deactivation, −O2 aq, 
HO2aq, HO3aq and OHaq in PAW can have strong antimicrobial 
effects while NOaq and ONOOHaq may not. These will need to 
be clarified with future biology studies. Similarly, the biological 
effects of NO2aq and NO3aq need to be studied, as their concen-
trations are much higher than their physiological values.

Electric fields set up by evolving aqueous ionic species and 
plasma-induced acidification have been demonstrated and dis-
cussed. In general, these are modest under the conditions of 

our study and are unlikely to induce strong biological effects 
on their own. However it is plausible that they may influence 
cell signalling and therefore should be noted for future studies. 
The present study of which ROS/RNS are more important than 
others inevitably relies on an analysis of their concentrations 
and their half-life times. The finding that gas-phase plasma 
generation elicits liquid-phase plasma chemistry partly through 
remote in situ generation of short-living species strongly high-
lights that ‘lesser’ ROS/RNS with near-physiological-level 
concentrations can be important when they are placed in con-
tact with cells that produce ROS and RNS biologically. The 
modeling framework presented here may have identified the 
difficulty for plasma-generated short-living ROS/RNS to sur-
vive their passage into any liquid layer of more than a few 
hundred micrometers. However it has also highlighted their in 
situ generation and the prospect of their role in modulating cell 
signalling. This prospect has a great deal of scope and potential 
for the future exploration of plasma biomedicine.
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Appendix A   

The aqueous chemistry induced by surface microdischarge in air.

NUM Hydrolysis reaction pKa/K Ref

1 H2Oaq ↔ +Haq  +  −OHaq
13.999 [98]

2 H2O2aq ↔ +Haq  +
−HO2aq

11.65 [98]

3 OHaq ↔ +Haq  +  −Oaq
11.9 [98]

4 HO2aq ↔ +Haq  +  −O2aq
4.8 [99]

5 ONOOHaq ↔ +Haq  +  −ONOOaq
6.6 [99]

6 O2NOOHaq ↔ +Haq  +  −O NOO2 aq
5.9 [71]

7 HNO3aq ↔ +Haq  +  −NO3aq −1.34 [100]

8 HNO2aq ↔ +Haq  +  −NO2aq
3.4 [101]

NUM Other reversible reaction Forward coefficient Backward coefficient Ref

9 HO3aq ↔ −O3aq  +  +Haq 1.4   ×   105 5   ×   1010 [102]

10 −Oaq  +  O2aq ↔ −O3aq 3.6   ×   109 3.3   ×   103 [103]
11 2NO2aq ↔ N2O4aq 4.5   ×   108 6.9   ×   103 [99]
12 NO2aq  +  NOaq ↔ N2O3aq 1.1   ×   109 8.4   ×   104 [99]
13 2HNO2aq ↔ NOaq  +  NO2aq (+H2Oaq) 13.4 1.1   ×   109 [101]
14 −ONOOaq ↔ NOaq  +  −O2aq 0.020 5   ×   109 [71]
15 ONOOHaq ↔ NO2aq  +  OHaq 0.35 4.5   ×   109 [71]
16 −ONOOaq ↔ NO2aq  +  −Oaq 10−6 3.5   ×   109 [71]
17 NO2aq  +  −O2aq ↔ −O NOO2 aq 4.5   ×   109 1.05 [71]
18 NO2aq  +  HO2aq ↔ O2NOOHaq 1.8   ×   109 0.026 [71]
19 2NO2aq(+H2Oaq) ↔ −NO2aq  +  −NO3aq  +  +2Haq 1   ×   108 4.1   ×   101 [104]

20 Oaq  +  O2aq ↔ O3aq 4.0   ×   109 3.0   ×   10−6 [111]
21 OHaq  +  −OHaq ↔ H2Oaq  +  −Oaq 1.3   ×   1010 1.7   ×   106 [101, 105]

(Continued)
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NUM Irreversible reaction Coefficient Ref

22 O3aq  +  −OHaq  →  O2aq  +  −HO2aq 40 [102]
23 O3aq  +  −OHaq  →  −O2aq  +  HO2aq 70 [106]
24 O3aq  +  −Oaq  →  −O2aq  +  O2aq 5.0   ×   109 [103]
25 O3aq  +  −O2aq  →  −O3aq  +  O2aq 1.6   ×   109 [102]
26 O3aq  +  −HO2aq  →  −O2aq  +  O2aq  +  OHaq 5.5   ×   106 [102]
27 O3aq  +  OHaq  →  HO2aq  +  O2aq 3   ×   109 [102]
28 O3aq  +  HO2aq  →  O2aq  +  HO3aq 5.0   ×   108 [103]
29 O3aq  +  HO2aq  →  OHaq  +  2O2aq 1.0   ×   104 [29]
30 O3aq  +  H2O2aq  →  OHaq  +  HO2aq  +  O2aq 6.5   ×   10−3 [29]
31 O3aq  +  Haq  →  HO3aq 3.8   ×   1010 [103]
32 O3aq  +  −NO2aq  →  O2aq  +  −NO3aq 5   ×   105 [29]
33 −O3aq (+H2Oaq)  →  OHaq  +  O2aq  +  −OHaq 25 [102]
34 −O3aq  +  OHaq  →  −O2aq  +  HO2aq 6   ×   109 [102]
35 −O3aq  +  OHaq  →  O3aq  +  −OHaq 2.5   ×   109 [102]
36 −O3aq  +Haq  →  O2aq  +  −OHaq 1.0   ×   1010 [103]
37 −O3aq  +  −Oaq  →  −2O2aq 7.0   ×   108 [103]
38 −O3aq  +  +Haq  →  O2aq  +  OHaq 9.0   ×   1010 [103]

39 OHaq  +  HO2aq  →  O2aq  +  H2Oaq 7.0   ×   109 [106]
40 OHaq  +  HO3aq  →  H2O2aq  +  O2aq 5   ×   109 [29]
41 OHaq  +  H2O2aq  →  HO2aq  +  H2Oaq 2.7   ×   107 [106]
42 OHaq  +  −HO2aq  →  HO2aq  +  −OHaq 7.5   ×   109 [103]
43 OHaq  +  −O2aq  →  O2aq  +  −OHaq 1.0   ×   1010 [106]
44 OHaq  +  −Oaq  →  −HO2aq 2.6   ×   1010 [29]
45 2OHaq  →  H2O2aq 5.0   ×   109 [29]
46 OHaq  +  Haq  →  H2Oaq 7.0   ×   109 [103]
47 2HO2aq  →  H2O2aq  +  O2aq 8.6   ×   105 [107]
48 HO2aq  +  −Oaq  →  O2aq  +  −OHaq 6.0   ×   109 [103]
49 HO2aq  +  −O2aq  →  −HO2aq  +  O2aq 8.0   ×   107 [103]
50 HO2aq  +  −O3aq  →  −OHaq  +  2O2aq 6.0   ×   109 [103]
51 HO2aq  +  −HO2aq  →

−OHaq  +  OHaq  +  O2aq 0.5 [103]
52 HO2aq  +  Haq  →  H2O2aq 1.8   ×   1010 [103]
53 HO2aq  +  HO3aq  →  H2O2aq  +  1.5O2aq 5   ×   109 [29]
54 HO2aq  +  H2O2aq  →  OHaq  +  O2aq  +  H2Oaq 0.5 [106]
55 HO3aq  →  O2aq  +  OHaq 1.1   ×   105 [29]
56 2HO3aq  →  H2O2aq  +  2O2aq 5   ×   109 [29]
57 HO3aq  +  −O2aq  →  −OHaq  +  2O2aq 1   ×   1010 [29]
58 H2O2aq  +  −O2aq  →  OHaq  +  O2aq  +  −OHaq 0.13 [106]
59 H2O2aq  +  Haq  →  OHaq  +  H2Oaq 9.0   ×   107 [103]
60 −Oaq  +  H2O2aq  →  H2Oaq  +  −O2aq 5.0   ×   107 [29]
61 −Oaq  +  Haq  →  −OHaq 1.1   ×   1010 [103]
62 −2Oaq (+H2Oaq)  →  −OHaq  +

−HO2aq 1.0   ×   109 [103]
63 −Oaq  +  −HO2aq  →  −OHaq  +  −O2aq 4.0   ×   108 [103]
64 −Oaq  +

−O2aq (+H2Oaq)  →  −2OHaq  +  O2aq 6.0   ×   108 [103]
65 −Oaq  +  H2aq  →  Haq  +  −OHaq 8.0   ×   107 [103]
66 −2O2aq (+2H2Oaq)  →  H2O2aq  +  O2aq  +  −2OHaq 0.3 [106]
67 −O2aq  +  Haq  →  −HO2aq 1.8   ×   1010 [103]
68 −O2aq  +  −HO2aq  →  −Oaq  +  O2aq  +  −OHaq 0.13 [103]
69 Haq  +  H2Oaq  →  H2aq  +  OHaq 11 [103]
70 Haq  +  −HO2aq  →  −OHaq  +  OHaq 9.0   ×   107 [103]
71 Haq  +  Haq  →  H2aq 7.8   ×   109 [103]
72 Haq  +  O2aq  →  HO2aq 2.1   ×   1010 [103]
73 Oaq (+H2Oaq)  →  2OHaq 50 [29]
74 NOaq  +  OHaq  →  −NO2aq  +  +Haq 2   ×   1010 [106]

75 2NOaq  +  O2aq  →  2NO2aq 2.3   ×   106 [101]

(Continued)
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